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Overview of the Managed Facility

University of Luxembourg www.uni.lu

Created in 2003, moved to Belval (South of the country) in 2015
Among the top 250 universities in the Times Higher Education (THE) Rankings 2021

↪→ N°1 worldwide in the THE “international outlook” Rankings
↪→ N°20 worldwide in the THE Young University Rankings 2021.

✓ N°4 (out of 64) in the THE Millennials Rankings 2021.
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Overview of the Managed Facility

Uni.lu HPC (UL HPC) Facility

Managed and operated since 2007 (Dr. S. Varrette & Co.)
↪→ 2nd Largest HPC facility in Luxembourg after EuroHPC MeluXina
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Overview of the Managed Facility

UL HPC Supercomputers: iris cluster

hpc-docs.uni.lu/systems/iris/

Dell/Intel supercomputer Air-flow cooling

↪→ 196 compute nodes, 5824 cores, 52.2 TB RAM
↪→ Rpeak: 1,07 PetaFlop/s

✓ regular nodes (Dual CPU, 128 to 256 GB of RAM)
✓ GPU nodes (Dual CPU, 4 NVidia accelerators, 768 GB RAM)
✓ Large-memory nodes (Quad-CPU, 3072 GB RAM)

Fast InfiniBand (IB) EDR network
↪→ Fat-Tree Topology blocking factor 1:1.5

Stepwise deployment since 2017
↪→ two major upgrade phases (2018 and 2019)
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Overview of the Managed Facility

UL HPC Supercomputers: aion cluster

hpc-docs.uni.lu/systems/aion/

Atos/AMD supercomputer, DLC cooling
↪→ 4 BullSequana XH2000 adjacent racks
↪→ 318 regular nodes, 40704 cores, 81.4 TB RAM
↪→ Rpeak: 1,693 PetaFLOP/s

Fast InfiniBand (IB) HDR network
↪→ Fat-Tree Topology blocking factor 1:2

Acquisition by European Tender in 2020
↪→ production release in Oct 2021 (delayed by COVID)

↪→ First upgrade EOY 2022 +36 regular nodes

In this talk:
↪→ design choices & config. changes when integrating aion, with performance evaluation

7 / 20
S. Varrette & al. (Univ. of Luxembourg) Management of an Academic HPC & Research Computing Facility: The ULHPC Experience 2.0

▲

https://hpc.uni.lu/systems/aion/
https://hpc-docs.uni.lu/systems/aion/
https://atos.net/en/solutions/high-performance-computing-hpc/bullsequana-x-supercomputers


Overview of the Managed Facility

UL HPC Supercomputers: aion cluster

hpc-docs.uni.lu/systems/aion/

Atos/AMD supercomputer, DLC cooling (EOY update)

↪→ 4 BullSequana XH2000 adjacent racks
↪→ 354 regular nodes, 45312 cores, 90.6 TB RAM
↪→ Rpeak: 1,885 PetaFLOP/s

Fast InfiniBand (IB) HDR network
↪→ Fat-Tree Topology blocking factor 1:2
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Overview of the Managed Facility

Fast Local Infiniband (IB) Interconnect Network

before integration of aion (iris alone)

Iris cluster 
(compute nodes, servers…) 

Total:
x12

L1 Leaf IB (LIB) EDR switches18-24

L2 Spine IB (SIB) EDR switches

Total:
x6

CDC S-02-005 (Airflow - iris, storage)

18

36
3   

Fat-Tree
Non-Blocking  
6xL2, 12xL1

Shared Storage 
iris (GPFS,  Lustre…)

[PEARC22] S. Varrette, H. Cartiaux, T. Valette and A. Olloh, "Aggregating and Consolidating two High Performant Network Topologies: The
ULHPC Experience" in ACM Practice and Experience in Advanced Research Computing (PEARC’22), Boston, USA, 2022.
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Overview of the Managed Facility

Fast Local Infiniband (IB) Interconnect Network

after merging iris and aion IB islands

Iris cluster 
(compute nodes, servers…) 

Total:
x12

L1 Leaf IB (LIB) EDR switches18-24

L2 Spine IB (SIB) EDR switches

Total:
x6

CDC S-02-005 (Airflow - iris, storage)

8

12

24
2   

Fat-Tree
Blocking 1:1.5 
6xL2, 12xL1

Shared Storage 
aion+iris (GPFS,  Lustre…)

48

Total:
x8
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48

aion cluster 
(compute nodes, servers…) 

L1 Leaf IB HDR switches

L2 Spine IB HDR switches

24

12(+4)

Y-cable Y-cable

CDC S-02-004 (DLC - aion)

Fat-Tree
Blocking 1:2 
4xL2, 8xL1

[PEARC22] S. Varrette, H. Cartiaux, T. Valette and A. Olloh, "Aggregating and Consolidating two High Performant Network Topologies: The
ULHPC Experience" in ACM Practice and Experience in Advanced Research Computing (PEARC’22), Boston, USA, 2022.
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Overview of the Managed Facility

Complementary Ethernet Network

Flexibility of Ethernet-based networks still required
2-layers topology

↪→ Upper level: Gateway Layer
✓ routing, switching features, network isolation and

filtering (ACL) rules
✓ meant to interconnect only switches.
✓ allows to interface University network (LAN/WAN)

↪→ bottom level: Switching Layer
✓ [stacked] core switches
✓ TOR (Top-the-rack) switches
✓ meant to interface HPC servers and compute nodes
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[PEARC22] S. Varrette, H. Cartiaux, T. Valette and A. Olloh, "Aggregating and
Consolidating two High Performant Network Topologies: The ULHPC Experience"
in ACM Practice and Experience in Advanced Research Computing (PEARC’22)
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Overview of the Managed Facility

UL HPC Storage Systems

Two types of distributed & parallel FS
↪→ IBM Spectrum Scale (formelly GPFS)
↪→ Lustre $SCRATCH storage

Complementary storage infrastructure
↪→ OneFS (Dell/EMC Isilon)

✓ project data, backup & archival

EU’s GDPR (General Data Protection Regulation) and Open Science compliance [APF21]

Specific quota and purging policy depending on usage pattern/sustaining FSHPCCT 2022, July 08-10, 2022, Fuzhou, China S. Varre!e et al.

Directory File System Backup Default Quota Default Inode quota Purging time

$HOME /home/users/<login> GPFS/Spectrumscale yes (daily) 500 GB 1 M -
/work/projects/<name> GPFS/Spectrumscale yes (daily) n/a 0 -

$SCRATCH /scratch/users/<login> Lustre no 10 TB 1 M 60 days
/mnt/isilon/projects/<name> OneFS yes (snapshot, weekly) 1.14 PB globally - -

Table 3. Overview of the ULHPC File-Systems backup and quota policy.

enough at that time to be used as storage backend for anything except what this FS was initially designed for
i.e. temporary scratch I/O data. This kind of consideration no longer holds and more and more supercomputing
systems rely exclusively on a Lustre-based FS. In all cases, the current Lustre storage system, also based on a
DDN solution, was deployed in 2018. In addition, the ULHPC storage infrastructure relies on OneFS, a global
low-performance Dell/EMC Isilon solution used to host project data, and serve for backup and archival purposes.
Table 2 reports the characteristics of the three available storage systems. Then, each server and computational
resources have access to these !le systems, with di"erent levels of performance, permanence and available space
and quotas (including for inodes i.e., number of !les) as summarized in Table 3.
The performance evaluation of the two

Fig. 4. IOR [5] performance evaluation of ULHPC parallel FS.

distributed and parallel FS available on
the ULHPC facility is regularly assessed
through IOR [5], the reference parallel
IO benchmark that can be used to mea-
sure I/O throughput using various inter-
faces and access patterns subjected to a
synthetic workload.

The latest results are summarised in
the Figure 4, demonstrating over an in-
creasing number of concurrent and dis-
tributed clients (1 MPI process per socket)
stable and scalable performance for
GPFS (Max read: 22.58 GB/s, Max write: 19.02 GB/s), and sustained performance for Lustre which exhibits
better write (16.16 GB/s) than read (12.97 GB/s) capabilities – a characteristic which was present from the seminal
deployment. These results are to be compared to the theoretical I/O performance obtained from local SSD disks
(between 300 and 400MB/s) and past evaluations done on NFS (below 100 MB/s with 64 clients) prior to the
migration to GPFS, none of them allowing to reach the storage capacities featured in the Table 2.

With such storage capacities, novel challenges appear with, on one side the emerging paradigm of Open Science
enabling an easier access to expert knowledge and material, and on the other hand the necessary compliance
to the EU’s General Data Protection Regulation (GDPR) [12]. We have carefully studied in [22] the interactions
occurring during data processing on our facilities, and we were able to pinpoint, from a legal and technical point
of view, the major data protection issues arising during HPC work#ows. Possible solutions are out of the scope of
the present article, but are also suggested in [22]. Furthermore, an organization-wide risk management analysis
dedicated to the characterization of the compliance to both the GDPR and FAIR (Findable, Accessible, Interoperable
and Reusable [32]) principles were promoted. It was conducted following the US National Institute of Standards
and Technology (NIST) Guide for conducting Risk Assessments (NIST 800–30 Rev. 1) [26] grouped according
to ISO/IEC 27002 [15]. One of the major challenges which is only partially addressed in [22] is related to the
security enforcement in accordance with Art. 32 of the GDPR. It corresponds to the complex tracking of data
movements within supercomputing facilities. Technically speaking, parallel and distributed !le-systems used
in HPC environments as the ULHPC are indeed not yet fully able to account and log internal data movements:
changelogs-based auditing capabilities relevant for the GDPR compliance are featured in recently released
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Fig. 3. MPI Bisectional Bandwidth (BB) IB performance between Aion compute nodes.

additional Ethernet-based network is de!ned for management tasks, external access and user’s applications inside
the research computing system in such cases. The di"erent #ows and streams are separated inside dedicated
Virtual Local Area Network (VLAN). In particular, applications that do not support In!niband natively can rely
on either the non-routed IP-over-IB emulation layer (100 GbE) inside each cluster, or a 10 GbE "production"
VLAN. External access is protected within a 10 to 40 GbE "DMZ" VLAN when management tasks are isolated
within a 1GbE "Mgmt" VLAN. In practice, the Ethernet network has been reorganized as a 2-layer topology [29]:
one upper level (Gateway Layer) with routing, switching features, network isolation and !ltering (ACL) rules and
meant to aggregate only switches. The bottom level (Switching Layer) is composed of core switches as well as
the TOR (Top-of-rack) network equipments, meant to interface the HPC servers and compute nodes. The TOR
switches are typically 1GbE switches with redundant 10GbE uplinks, possibly stacked, connecting all out-of-band
interfaces for hardware management. The core switches are 10GbE switches with redundant 40GbE uplinks,
stacked or clustered using Cisco vPC technology (Virtual Port Channel). This new topology aimed at tackling the
limitations met with our previous HPC developments over the decommissioned clusters, i.e., (1) enhanced service
availability using fault tolerance techniques: critical network equipment are fully redundant; critical servers are
connected using link aggregations etc.; (2) improved maintainability. For instance, it is easy to apply !rmware
and security updates on the switches, without requiring a service interruption or a maintenance window and
(3) scalability: additional clusters or racks of computing equipment can be added in the coming years, without
requiring any major topology change or physical cabling.

2.2 Tiered Shared Storage infrastructure
File System Vendor #Disks Raw/E!ective capacity

GPFS (2017-) DDN 710 HDDs + 38 SSDs 4260 / 3408 TB
Lustre (2018-) DDN Object Storage Targets: 167 HDDs 1300 / 920 TB

Meta-Data Targets: 19 SSDs
OneFS (2014-) Dell/EMC n/a (NDA) 7100 / 6400 TB

Table 2. Overview of the main ULHPC storage systems.

Due to their huge number of compute nodes,
the largest supercomputers all deploy such par-
allel !le systems for their external shared stor-
age solution. The ULHPC facility relies on two
types of distributed and parallel FS to deliver
high-performance storage at a Big Data scale:

(1) IBM Spectrum Scale, formerly known as the General Parallel File System (GPFS) [27], a global high-
performance clustered !le system hosting home directories and projects data;

(2) Lustre [11], an open-source, parallel !le system dedicated to large, local, parallel scratch storage.
These two FS remain the reference solutions deployed in large-scale HPC infrastructures – for instance, no other
FS was ever present among the !rst 100 systems listed in the Top500 since the biannual release of the list. The
decision to migrate to GPFS within the ULHPC facility was done in Oct. 2014 to bypass the performance and
scalability issues experimented with the initial NFS-based setup. The hereby described GPFS system, based on
a DDN solution, was deployed in 2017 together with the release of the Iris cluster, and was extended in 2021.
Lustre was present from the early developments of the facility (e.g., since 2011) yet was never considered stable
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and quotas (including for inodes i.e., number of !les) as summarized in Table 3.
The performance evaluation of the two
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distributed and parallel FS available on
the ULHPC facility is regularly assessed
through IOR [5], the reference parallel
IO benchmark that can be used to mea-
sure I/O throughput using various inter-
faces and access patterns subjected to a
synthetic workload.

The latest results are summarised in
the Figure 4, demonstrating over an in-
creasing number of concurrent and dis-
tributed clients (1 MPI process per socket)
stable and scalable performance for
GPFS (Max read: 22.58 GB/s, Max write: 19.02 GB/s), and sustained performance for Lustre which exhibits
better write (16.16 GB/s) than read (12.97 GB/s) capabilities – a characteristic which was present from the seminal
deployment. These results are to be compared to the theoretical I/O performance obtained from local SSD disks
(between 300 and 400MB/s) and past evaluations done on NFS (below 100 MB/s with 64 clients) prior to the
migration to GPFS, none of them allowing to reach the storage capacities featured in the Table 2.

With such storage capacities, novel challenges appear with, on one side the emerging paradigm of Open Science
enabling an easier access to expert knowledge and material, and on the other hand the necessary compliance
to the EU’s General Data Protection Regulation (GDPR) [12]. We have carefully studied in [22] the interactions
occurring during data processing on our facilities, and we were able to pinpoint, from a legal and technical point
of view, the major data protection issues arising during HPC work#ows. Possible solutions are out of the scope of
the present article, but are also suggested in [22]. Furthermore, an organization-wide risk management analysis
dedicated to the characterization of the compliance to both the GDPR and FAIR (Findable, Accessible, Interoperable
and Reusable [32]) principles were promoted. It was conducted following the US National Institute of Standards
and Technology (NIST) Guide for conducting Risk Assessments (NIST 800–30 Rev. 1) [26] grouped according
to ISO/IEC 27002 [15]. One of the major challenges which is only partially addressed in [22] is related to the
security enforcement in accordance with Art. 32 of the GDPR. It corresponds to the complex tracking of data
movements within supercomputing facilities. Technically speaking, parallel and distributed !le-systems used
in HPC environments as the ULHPC are indeed not yet fully able to account and log internal data movements:
changelogs-based auditing capabilities relevant for the GDPR compliance are featured in recently released
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Directory File System Backup Default Quota Default Inode quota Purging time
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enough at that time to be used as storage backend for anything except what this FS was initially designed for
i.e. temporary scratch I/O data. This kind of consideration no longer holds and more and more supercomputing
systems rely exclusively on a Lustre-based FS. In all cases, the current Lustre storage system, also based on a
DDN solution, was deployed in 2018. In addition, the ULHPC storage infrastructure relies on OneFS, a global
low-performance Dell/EMC Isilon solution used to host project data, and serve for backup and archival purposes.
Table 2 reports the characteristics of the three available storage systems. Then, each server and computational
resources have access to these !le systems, with di"erent levels of performance, permanence and available space
and quotas (including for inodes i.e., number of !les) as summarized in Table 3.
The performance evaluation of the two

Fig. 4. IOR [5] performance evaluation of ULHPC parallel FS.

distributed and parallel FS available on
the ULHPC facility is regularly assessed
through IOR [5], the reference parallel
IO benchmark that can be used to mea-
sure I/O throughput using various inter-
faces and access patterns subjected to a
synthetic workload.

The latest results are summarised in
the Figure 4, demonstrating over an in-
creasing number of concurrent and dis-
tributed clients (1 MPI process per socket)
stable and scalable performance for
GPFS (Max read: 22.58 GB/s, Max write: 19.02 GB/s), and sustained performance for Lustre which exhibits
better write (16.16 GB/s) than read (12.97 GB/s) capabilities – a characteristic which was present from the seminal
deployment. These results are to be compared to the theoretical I/O performance obtained from local SSD disks
(between 300 and 400MB/s) and past evaluations done on NFS (below 100 MB/s with 64 clients) prior to the
migration to GPFS, none of them allowing to reach the storage capacities featured in the Table 2.

With such storage capacities, novel challenges appear with, on one side the emerging paradigm of Open Science
enabling an easier access to expert knowledge and material, and on the other hand the necessary compliance
to the EU’s General Data Protection Regulation (GDPR) [12]. We have carefully studied in [22] the interactions
occurring during data processing on our facilities, and we were able to pinpoint, from a legal and technical point
of view, the major data protection issues arising during HPC work#ows. Possible solutions are out of the scope of
the present article, but are also suggested in [22]. Furthermore, an organization-wide risk management analysis
dedicated to the characterization of the compliance to both the GDPR and FAIR (Findable, Accessible, Interoperable
and Reusable [32]) principles were promoted. It was conducted following the US National Institute of Standards
and Technology (NIST) Guide for conducting Risk Assessments (NIST 800–30 Rev. 1) [26] grouped according
to ISO/IEC 27002 [15]. One of the major challenges which is only partially addressed in [22] is related to the
security enforcement in accordance with Art. 32 of the GDPR. It corresponds to the complex tracking of data
movements within supercomputing facilities. Technically speaking, parallel and distributed !le-systems used
in HPC environments as the ULHPC are indeed not yet fully able to account and log internal data movements:
changelogs-based auditing capabilities relevant for the GDPR compliance are featured in recently released

6

10 / 20
S. Varrette & al. (Univ. of Luxembourg) Management of an Academic HPC & Research Computing Facility: The ULHPC Experience 2.0

▲

hpc-docs.uni.lu/filesystems/

https://hpc-docs.uni.lu/filesystems/


Overview of the Managed Facility

UL HPC Performance Evaluations [selected benchs]

Bisection Bandwidth (BB) benchmarks: 96,99% efficiency

STREAM sustainable Memory Bandwidth performance
↪→ above 90,01% efficiency for 4 highly-intensive memory access pattern

Single-node HPL performance

11 / 20
S. Varrette & al. (Univ. of Luxembourg) Management of an Academic HPC & Research Computing Facility: The ULHPC Experience 2.0

▲



Overview of the Managed Facility

UL HPC Performance Evaluations [selected benchs]

Bisection Bandwidth (BB) benchmarks: 96,99% efficiency

STREAM sustainable Memory Bandwidth performance
↪→ above 90,01% efficiency for 4 highly-intensive memory access pattern

Single-node HPL performance

11 / 20
S. Varrette & al. (Univ. of Luxembourg) Management of an Academic HPC & Research Computing Facility: The ULHPC Experience 2.0

▲



Overview of the Managed Facility
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Bisection Bandwidth (BB) benchmarks: 96,99% efficiency

STREAM sustainable Memory Bandwidth performance
↪→ above 90,01% efficiency for 4 highly-intensive memory access pattern

Single-node HPL performance
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AMD Epyc processors featured on Aion computing nodes on the Figure 5 (top). The measured !max values stand
within acceptable range (±2.8% for all nodes) demonstrating "healthy" processors on those Dual-CPU nodes
with consistent performances (see below side table). Similarly, STREAM allows to detect failing Memory DIMMs.
Figure 5 (bottom) reports the measured sustainable memory bandwidth for each of the four computational kernel
functions that compose STREAM when run across the Aion nodes: Triad (the most complex one), Copy, Scale
and Add. As the maximum memory bandwidth supported by the AMD EPYC 7H12 processors is 190.7 GiB/s, it
is possible to compute the e!ciency of the benchmarks for these bi-sockets nodes, which is also reported. The
obtained values are again demonstrating an excellent e!ciency and healthy memory DIMMs. Finally, the sanity
and performance of the individual Host Channel Adapter (HCA) IB network cards of each node can be assessed
together with the sanity of the IB topology cabling through the BB benchmark as depicted in the Figure 3.

Processor/GPU Model #Cores Freq. Rpeak Avg. Rmax

AMD ROME 7H12 (epyc) 64 2.6 GHz 2.66 TFlops 2.09 TFlops

Intel Xeon E5-2680v4 (broadwell) 14 2.4 GHz 0.54 TFlops 0.46 TFlops
Intel Xeon Gold 6132 (skylake) 14 2.3 GHz∗ 1.03 TFlops 0.94 TFlops
Intel Xeon Platinum 8180M (skylake) 28 2.3 GHz∗ 2.06 TFlops 1.76 TFlops
NVidia Tesla V100-SXM2 5120+640 1.3 GHz 7.80 TFlops 5.59 TFlops

∗ : AVX-512 Turbo Frequency

Once computing processor capabilities
are evaluated (a summary is proposed in the
side table) and that single-node performance
is assessed, full cluster runs can be foreseen.
This requires complex tuning to optimize
the benchmark parameters, a process out of
the scope of this article and largely debated
and reported in the litterature. Table 4 simply depicts the best results obtained for this evaluation campaign for
the most important benchmarks, together with the corresponding worldwide rank from the latest list releases
available at the time of writing. A few take-away lessons can yet be expressed. With regards HPL CPU e!ciency,
the obtained values are consistent with the expectations (≥ 72% e!ciency) even for large-scale runs. Yet the !peak
performance for the Intel skylake Gold processors takes into account the fact that those CPU embed two AVX512
units, thus they are capable of performing 32 Double Precision operations per cycle but only upon AVX-512 Turbo
Frequency (i.e., the maximum all-core frequency in turbo mode) in place of the base non-AVX core frequency
generally advertized. With regards the HPL performance over the Nvidia GPU accelerators, the depicted results
were obtained through private Nvidia binaries optimized for the V100 cards that could not be redistributed. We
indeed obtained very poor results (below 13% e!ciency on 1 node/4 GPU cards) when relying on the public
CUDA-enabled HPL code. Nevertheless, even when using the optimized binaries, we could not reach the expected
e!ciency (above 65%) known for these cards for runs exceeding 8 nodes (32 GPU cards). We have not been able
to track the origin of this problem. Finally, with regards the Graph500 benchmark and its two "avors (BFS and
SSSP), scalable performance for the second problem resolution (Shortest Path SSSP) cannot be obtained with the
reference open-source code and requires custom developments we did not a#ord for the moment.

A
io

n

Benchmark #N (Main parameters) Best Performance E!ciency Improvement∗ Equivalent Worldwide Rank

HPL (Top500) 318 (NB=192,P×Q=48×53) !max = 1255.36 TFlops 74.10% +1.9% >500 (Nov 2021) #490 (Jun 2020)
Green500 318 5.19 GFlops/W +12.83% #71 (Jun 2022) #56 (Jun 2021)
HPCG 318 16.842 TFlops +15.35% #144 (Nov 2021) #135 (Jun 2021)
Graph500 BFS 28=256 (Scale: 36,Edge:16) 975 GTEPS +64% #31 (Jun 2022) #23 (Jun 2021)
GreenGraph500 28=256 6.14 MTEPS/W +180% #43 (Jun 2022) #36 (Jun 2021)

∗ : performance improvement with the minimal acceptance threshold set in the Aion tender document

IO500 (isc21 release) 128 11.345219 #42 (Nov 2020 - latest release)

Ir
is

HPL (CPU/broadwell) 108 84.75 TFlops 72.98%
HPL (GPU/V100 16G) 72 (NB=320,P×Q=12×6) 283.6 TFlops 52.87%
HPCG (GPU/V100 16G) 72 8.74 TFlops
HPL (GPU/V100 32G) 24 (NB=288,P×Q=6×4) 135.2 TFlops 75.61%
HPCG (GPU/V100 32G) 24 2.90 TFlops

Table 4. Overview of the global computing capacity performance for ULHPC supercomputers.
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AMD Epyc processors featured on Aion computing nodes on the Figure 5 (top). The measured !max values stand
within acceptable range (±2.8% for all nodes) demonstrating "healthy" processors on those Dual-CPU nodes
with consistent performances (see below side table). Similarly, STREAM allows to detect failing Memory DIMMs.
Figure 5 (bottom) reports the measured sustainable memory bandwidth for each of the four computational kernel
functions that compose STREAM when run across the Aion nodes: Triad (the most complex one), Copy, Scale
and Add. As the maximum memory bandwidth supported by the AMD EPYC 7H12 processors is 190.7 GiB/s, it
is possible to compute the e!ciency of the benchmarks for these bi-sockets nodes, which is also reported. The
obtained values are again demonstrating an excellent e!ciency and healthy memory DIMMs. Finally, the sanity
and performance of the individual Host Channel Adapter (HCA) IB network cards of each node can be assessed
together with the sanity of the IB topology cabling through the BB benchmark as depicted in the Figure 3.

Processor/GPU Model #Cores Freq. Rpeak Avg. Rmax

AMD ROME 7H12 (epyc) 64 2.6 GHz 2.66 TFlops 2.09 TFlops

Intel Xeon E5-2680v4 (broadwell) 14 2.4 GHz 0.54 TFlops 0.46 TFlops
Intel Xeon Gold 6132 (skylake) 14 2.3 GHz∗ 1.03 TFlops 0.94 TFlops
Intel Xeon Platinum 8180M (skylake) 28 2.3 GHz∗ 2.06 TFlops 1.76 TFlops
NVidia Tesla V100-SXM2 5120+640 1.3 GHz 7.80 TFlops 5.59 TFlops

∗ : AVX-512 Turbo Frequency

Once computing processor capabilities
are evaluated (a summary is proposed in the
side table) and that single-node performance
is assessed, full cluster runs can be foreseen.
This requires complex tuning to optimize
the benchmark parameters, a process out of
the scope of this article and largely debated
and reported in the litterature. Table 4 simply depicts the best results obtained for this evaluation campaign for
the most important benchmarks, together with the corresponding worldwide rank from the latest list releases
available at the time of writing. A few take-away lessons can yet be expressed. With regards HPL CPU e!ciency,
the obtained values are consistent with the expectations (≥ 72% e!ciency) even for large-scale runs. Yet the !peak
performance for the Intel skylake Gold processors takes into account the fact that those CPU embed two AVX512
units, thus they are capable of performing 32 Double Precision operations per cycle but only upon AVX-512 Turbo
Frequency (i.e., the maximum all-core frequency in turbo mode) in place of the base non-AVX core frequency
generally advertized. With regards the HPL performance over the Nvidia GPU accelerators, the depicted results
were obtained through private Nvidia binaries optimized for the V100 cards that could not be redistributed. We
indeed obtained very poor results (below 13% e!ciency on 1 node/4 GPU cards) when relying on the public
CUDA-enabled HPL code. Nevertheless, even when using the optimized binaries, we could not reach the expected
e!ciency (above 65%) known for these cards for runs exceeding 8 nodes (32 GPU cards). We have not been able
to track the origin of this problem. Finally, with regards the Graph500 benchmark and its two "avors (BFS and
SSSP), scalable performance for the second problem resolution (Shortest Path SSSP) cannot be obtained with the
reference open-source code and requires custom developments we did not a#ord for the moment.

A
io

n

Benchmark #N (Main parameters) Best Performance E!ciency Improvement∗ Equivalent Worldwide Rank

HPL (Top500) 318 (NB=192,P×Q=48×53) !max = 1255.36 TFlops 74.10% +1.9% >500 (Nov 2021) #490 (Jun 2020)
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Accelerating Research - User Software Sets
Over 280 software packages available for researchers

↪→ software environment generated using RESIF 3.0 framework [PEARC21] over Easybuild
✓ optimized builds organized by architecture, exposed through Environment Modules/Lmod
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↪→ user web/application portal (ouside regular SSH access): Open OnDemand
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3 USER SOFTWARE ENVIRONMENT
The ULHPC facility provides a large set of pre-installed scienti!c applications covering various research domains.
Users can navigate through and use the software of their choice using the standard environment module system
Lmod [21]. To build and deploy the software stack, we have developed and been using using since 2014 an
in-house tool called RESIF. In preparation for the supercomputer Aion, the RESIF framework received a signi!cant
update in 2020 with the release of RESIF 3.0 which is described in detail in [30].

Software set release <version>
2019b 2020b 2021b

Component legacy prod devel

binutils 2.32 2.35 2.37
GCCCore 8.3.0 10.2.0 11.2.0
foss 2019b 2020b 2021b

- OpenMPI 3.1.4 4.0.5 4.1.2
intel 2019b 2020b 2021a

- Compilers/MKL 2019.5.281 2020.1.217 2021.4.0
- Intel MPI 2018.5.288 2019.7.217 2021.4.0

Python 3.7.4 3.8.6 3.9.6

RESIF version 3.0 3.0 3.1

#Software Modules <arch>: 269 <arch>: 274 <arch>: 282
gpu: 135 gpu: 151 gpu: 157

Table 5. ULHPC so!ware set releases characteristics.

In summary, RESIF is a tool designed for the automated
deployment of scienti!c software on an HPC cluster, and is
based on the EasyBuild installation framework [13] for the
compilation and installation of the software and generation
of the modules. RESIF pilots EasyBuild installations in order
to apply a consistent set of con!gurations and customization
on group of HPC clusters. More precisely, RESIF provides the
following services in a uni!ed framework: de!nition of the-
matic software bundles; organization of installation paths (re-
lease versioning, architecture, etc.); customization of software
(source and con!guration); global, cluster- and node-speci!c
con!gurations; scripts and launchers for setup, deployment
and testing; work"ow for contributions to upstream EasyBuild;
and documentation. For the ULHPC team, the use of RESIF
reduced the manual operations needed for deployment of new software and consequently the risk of errors.
Furthermore, RESIF 3.0 simpli!ed our work"ow to contribute our changes to the EasyBuild community, which
allow us to remove about 90% of our custom software con!gurations.

In practice, a new software stack is released every year with a new major <version> number, and is based on the
toolchains released by EasyBuild twice a year: foss (Free and Open Source Software) and intel toolchains. For
a given toolchain, all the major components (such as GCC, MPI, BLAS, Python, etc.) are !xed to a speci!c version
as illustrated in Table 5. This toolchain is then used to build all the software on top of it. ULHPC bundles, de!ned
in the RESIF con!guration, are the software sets to be built for a given release and structured according to the
layout depicted in Table 6. Each software is built and optimized for each supported processor architecture, namely
broadwell and skylake for the Iris cluster, and epyc for Aion. For GPU nodes, the ULHPC-gpu bundle provides
CUDA-enabled toolchains and additional GPU-accelerated builds of speci!c software as listed in Table 6. The
MODULEPATH environment variable is automatically populated based on the computing node to provide the software
in the correct processor architecture, and with the GPU-enabled software on a GPU node. For example, on a GPU
computing node with skylake processors on the Iris cluster, we will obtain MODULEPATH=/opt/apps/resif/iris/

2021b/gpu/modules/all:/opt/apps/resif/iris/2021a/skylake/modules/all. This operation, transparent for the
Bundle Name Description Featured applications

ULHPC-toolchains Toolchains, compilers, debuggers, programming languages, MPI suits, Development tools GCCcore, foss, intel, LLVM, OpenMPI, CMake, Go,Java,Julia,Python...
ULHPC-bd Big Data Apache Spark, Flink, Hadoop...
ULHPC-bio Bioinformatics, biology and biomedical GROMACS, Bowtie2, TopHat, Trinity...
ULHPC-cs Computational science, incl. CAE, CFD, Chemistry, Physics, Earth and Materials Science ANSYS, OpenFOAM, ABAQUS, NAMD, GDAL, QuantumExpresso, VASP...
ULHPC-dl AI / Deep Learning / Machine Learning TensorFlow, PyTorch, Horovod...
ULHPC-math High-level mathematical software and Optimizers R, MATLAB, CPLEX, GEOS, GMP, Gurobi...
ULHPC-perf Performance evaluation / Benchmarks ArmForge, PAPI, HPL, IOR, Graph500...
ULHPC-tools General purpose tools DMTC, Singularity, gocryptfs...
ULHPC-visu Visualization, plotting, documentation & typesetting OpenCV, ParaView...

ULHPC-gpu Speci!c GPU/CUDA-accelerated software {foss,intel}cuda, NCLL, cuDNN, TensorFlow, PyTorch, GROMACS...

Table 6. Overview of ULHPC Bundles.

9

[PEARC21] S. Varrette, E. Kieffer, F. Pinel, E. Krishnasamy, S. Peter, H. Cartiaux, and X. Besseron. "RESIF 3.0: Toward a Flexible & Automated
Management of User Software Environment on HPC facility". In ACM Practice & Experience in Advanced Research Computing (PEARC’21) pdf – code

https://github.com/ULHPC/sw
https://easybuilders.github.io/easybuild/
http://modules.sourceforge.net/
https://lmod.readthedocs.io/
https://sylabs.io/singularity/
https://openondemand.org
https://dl.acm.org/doi/10.1145/3437359.3465600
https://github.com/ULHPC/sw


User Software Environment

Accelerating Research - User Software Sets
Over 280 software packages available for researchers

↪→ software environment generated using RESIF 3.0 framework [PEARC21] over Easybuild
✓ optimized builds organized by architecture, exposed through Environment Modules/Lmod
✓ Categorized Naming Scheme <category>/<name>/<version>-<toolchain><versionsuffix>

↪→ containerized applications delivered with Singularity system
↪→ user web/application portal (ouside regular SSH access): Open OnDemand

14 / 20
S. Varrette & al. (Univ. of Luxembourg) Management of an Academic HPC & Research Computing Facility: The ULHPC Experience 2.0

▲

Theorize
Model
Develop

Compute
Simulate
Experiment

Analyze

/opt/apps/resif/<cluster>/<version>/

default

<arch>: broadwell (CPU)

…
ULHPC-*

…
hwlocsystem

…
LLVM

…
GCCcompiler

foss inteltoolchain

…
GROMACS

…
OpenFOAMbio cae

…
NAMD chem …

HDF5data

…
GDB debugger …

CMakedevel

…
R

lang,
lib,

math,
numlib…

…
OpenMPImpi

Python
Java

…
VASP phys …

ParaView
…

ArmForgeperf,
tools,
vis…

<arch>: skylake (CPU)

…
ULHPC-*

…
hwlocsystem

…
LLVM

…
GCCcompiler

foss inteltoolchain

…
GROMACS

…
OpenFOAMbio cae

…
NAMD chem …

HDF5data

…
GDB debugger …

CMakedevel

…
R

lang,
lib,

math,
numlib…

…
OpenMPImpi

Python
Java

…
VASP phys …

ParaView
…

ArmForgeperf,
tools,
vis…

<arch>: epyc (CPU)

…
ULHPC-*

…
hwlocsystem

…
LLVM

…
GCCcompiler

foss inteltoolchain

…
GROMACS

…
OpenFOAMbio cae

…
NAMD chem …

HDF5data

…
GDB debugger …

CMakedevel

…
R

lang,
lib,

math,
numlib…

…
OpenMPImpi

Python
Java

…
VASP phys …

ParaView
…

ArmForgeperf,
tools,
vis…

<arch>: gpu (CUDA-opt imized)

…
ULHPC-gpu

…
CUDAsystem

…
LLVM

…
GCCcompiler

fosscuda intelcudatoolchain

…
GROMACS

…
NAMDbio chem

…
HDF5 data …

PyTorchdevel

…
OpenMPImpi

…
Theano

lang,
lib,

math,
numlib

…

TensorFlow
pyCUDA

…
VMD

…
Horovodperf,

tools,
vis…

Keras
cuDNN

Aion cluster

Default Dual-CPU Compute Nodes

Iris cluster

GPU Compute Node GPU (x4)Default Dual-CPU Compute Nodes (broadwell)

Default Dual-CPU (broadwell, skylake) / Quad-CPU Bigmem Compute Nodes (skylake)
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User Software Environment

Accelerating Research - User Software Sets
Over 280 software packages available for researchers

↪→ software environment generated using RESIF 3.0 framework [PEARC21] over Easybuild
✓ optimized builds organized by architecture, exposed through Environment Modules/Lmod
✓ Categorized Naming Scheme <category>/<name>/<version>-<toolchain><versionsuffix>

↪→ containerized applications delivered with Singularity system
↪→ user web/application portal (ouside regular SSH access): Open OnDemand
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User Job Management and the Slurm infrastructure

ULHPC Slurm Partitions and QOS 2.0
AION Partition Type #Node PriorityTier DefaultTime MaxTime MaxNodes

interactive floating 318 100 30min 2h 2
batch 318 1 2h 48h 64

IRIS Partition Type #Node PriorityTier DefaultTime MaxTime MaxNodes

interactive floating 196 100 30min 2h 2
batch 168 1 2h 48h 64

gpu 24 1 2h 48h 4
bigmem 4 1 2h 48h 1

QOS Partition Allowed [L1] Account Prio GrpTRES MaxTresPJ MaxJobPU Flags

besteffort * ALL 1 100 NoReserve
low * ALL (default for CRP/externals) 10 2 DenyOnLimit

normal * Default (UL,Projects,. . . ) 100 50 DenyOnLimit
long * UL,Projects,etc. 100 node=12 node=2 4 DenyOnLimit,PartitionTimeLimit

debug interactive ALL 150 node=8 2 DenyOnLimit
high * (restricted) UL,Projects,Industry 200 10 DenyOnLimit

urgent * (restricted) UL,Projects,Industry 1000 100 DenyOnLimit
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User Job Management and the Slurm infrastructure

Fairsharing and Accounting 2.0

New configuration with Multifactor Priority Plugin and Fair tree algorithm
↪→ migration from Depth-Oblivious Fair-share (initial setup)
↪→ new jobs are immediately assigned a priority fairshare levels

Accounting records re-organized as a hierarchical tree (3 layers L1,2,3 + leafs)
↪→ raw share attribution based on funding score and job efficiency

Impact of the new Slurm configuration
Daily utilization increased by 12.64% to reach 81.56% of available resources

↪→ measures from workload traces over several months of uninterrupted HPC services
Wall-time Request Accuracy (WRA) of processed jobs increased by 110,81%

↪→ evaluation covering 1 year period before and after configuration change
UL HPC budget incomes increased in 2021 by 10%
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Conclusion and Perspectives

Conclusion
In this talk:

↪→ Design choices when acquiring & integrating a new supercomputer aion
✓ smooth integration within the existing HPC ecosystem

↪→ Overview of the managed HPC facility
✓ supercomputer architectures, network organization, tiered shared storage infrastructure
✓ HPC performance evaluation

↪→ User software environment & Resource and Job Management System (RJMS) adaptation

Not covered here:
↪→ Data center design and characteristics
↪→ DevOps Software stack for research computing services management

✓ based on Puppet and Ansible (Bluebanquise stack)

Perspectives and Future directions
↪→ smooth integration with Euro-HPC infrastructures

✓ transparently outsource Research Computing/data analytic workflows to Tier-0 systems
↪→ automatically offload of less-demanding jobs onto virtual cloud resources
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University of Luxembourg, Belval Campus
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mail: firsname.lastname@uni.lu

High Performance Computing @ Uni.lu
mail: hpc@uni.lu

1 Overview of the Managed Facility
Network Organisation
Tiered Shared Storage infrastructure
Computing Performance Evaluation and Acceptance Tests

2 User Software Environment

3 User Job Management and the Slurm infrastructure

4 Conclusion and Perspectives

20 / 20
S. Varrette & al. (Univ. of Luxembourg) Management of an Academic HPC & Research Computing Facility: The ULHPC Experience 2.0

▲

High Performance Computing @ Uni.lu

hpc.uni.lu

ULHPC Technical Docs
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